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Exercise 1

Model
Wage = β0 + β1Educ+ u

• OLS estimates of the intercept and slope parameters:

β̂0 = ȳ − β̂1x̄ and β̂1 =

∑n
i=1(xi − x̄)(yi − ȳ)∑n

i=1(xi − x̄)2
=
cov(x, y)

var(x)

where

ȳ =
1

n

n∑
i=1

yi , x̄ =
1

n

n∑
i=1

xi and cov(x, y) =

n∑
i=1

(xi−x̄)(yi−ȳ)/n



Exercise 1
Cont’d

β̂1 =
99.43

95.67
= 1.04

β̂0 = 6.78− 1.04× 13.17 = −6.90.



Exercise 1
Goodness-of-Fit

• The R2 of the regression is a measure of Goodness-of-Fit and is
defined as:

R2 =
SSE

SST
= 1− SSR

SST
∈ [0, 1]

=
var(Xβ)

var(Y )
= 1− var(u)

var(Y )
.

• Where:
SST =

∑n
i=1(yi − ȳ)2 = 206.48 = Total Sum of Squares

SSR =
∑n

i=1 û
2
i = 103.13 = Residual Sum of Squares

• Therefore, the R2 is equal to:

R2 =
SSE

SST
= 1− SSR

SST
= 1− 103.13

206.48
= 0.50



Exercise 1
Extended Model and Interpretation

• Suppose we estimate the model:

Wage = β0 + β1Educ+ β2Expert+ u

• Motivation for including another factor:
Multiple Regression Model (MLR) allows investigating the marginal
effect of multiple explanatory factors.
Holds fixed other factors otherwise hidden in u.

• β̂j ≡ change in the dependent variable due to a one-unit increase in
the j-th explanatory variable, ceteris paribus.
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Exercise 2

Model
Fert = β0 + β1Educ+ u

• u includes unobservable factors (e.g., income, intelligence).

• Potential correlation with Education.

• Omitted Variable Bias (OVB) may arise.

• unlikely to uncover the ceteris paribus effect
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Exercise 3
College GPA Prediction

Model:
colgpa = β0 + β1hsperc+ β2sat+ u



Exercise 3
College GPA Prediction

Model:
colgpa = β0︸︷︷︸

1.392

+ β1︸︷︷︸
−0.013

hsperc+ β2︸︷︷︸
0.0015

sat+ u

• Predicted GPA for hsperc = 20, sat = 1050: 2.707.

ŷ = Xβ̂

= 1.392− 0.012× 20 + 0.0015× 1050 = 2.707

• Expected GPA for a student in the top 20% of the high school
graduating class with a SAT score of 1050 is 2.707.



Exercise 3
Predicted GPA Difference (A vs. B)

• Goal:
Students A and B have the same hsperc.
A’s SAT score is 200 points lower than B’s.

• Equation:
∆colgpa = β̂1∆hsperc + β̂2∆sat

= −0.013× 0 + 0.0015× (−200) = −0.3

• Result: A’s GPA is expected to be 0.3 lower than B’s.



Exercise 3
SAT Difference for GPA Gap

• Goal: Find ∆sat for a GPA difference of 0.5, keeping hsperc fixed.

• Equation:
∆colgpa = β̂1∆hsperc + β̂2∆sat

0.50 = 0.0015∆sat

• Result:
∆sat =

0.50

0.0015
= 333.33

• Interpretation: expected GPA of one student is one-half point higher
than the one of a peer if he/she gets a 333.33 higher SAT score.



Exercise 3
Goodness-of-Fit

• From the STATA output, we have:

R2 =
SSE

SST
= 1− SSR

SST
= 1− 1303.59

1794.20
= 0.27.

• large fraction of in-sample variation in y which is not explained by x
(relevant variables omitted?).
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