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Exercise 4: Work vs. Sleep

Disclaimer

Full solutions are available on my.wbs. All exercises are examinable
material, not just the ones we covered in the seminars.
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Exercise 1: Omitted Variable Bias

Model:
log(wage) = β0 + β1female+ β2train+ β3educ+ β4exper + u

• If less able workers are more likely to be selected and ability is
omitted:

True model:
log(wage) = β0+β1female+β2train+β3educ+β4exper+β5ability+ϵ

• therefore u = β5ability + ϵ

• What can we say about the bias in the OLS estimate of β2?

Corr(x2, x5) > 0 Corr(x2, x5) < 0

β5 > 0 Positive Bias Negative Bias
β5 < 0 Negative Bias Positive Bias



Exercise 1: Omitted Variable Bias

• Higher worker ability leads to Higher wages: β5 > 0.
• Auxiliary model:

ability = δ0 + δ1train+ v

• Estimate likely to be δ̃1 < 0. i.e. train and ability are negatively
correlated (Less able workers are more likely to be selected for
training).

• Bias in OLS estimate:

β̃2 = β̂2 + β̂5δ̃1 < β̂2.

• Bias: β5 > 0, Cov(train, ability) < 0 implies Negative Bias on β2

• Conclusion: Negative bias in β2, but the magnitude cannot be exactly
quantified.



Collinearity and Interaction Terms

• Dummy variables and perfect collinearity:
By definition, male = 1− female.
Including both male and female causes perfect collinearity.
If there are N dummy variables, include only N − 1 to avoid
collinearity.
Alternative: exclude the intercept term β0.

• Interaction term for gender and training program:
To test if training effects differ by gender, modify the model:

log(wage) = β0+β1female+β2train+β3educ+β4exper+β5female×train+u.

This allows different slopes for train by gender.
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Exercise 2: Randomized Experiment

• Scholarship randomly assigned, independent of other factors.
• OLS is unbiased as long as assumptions hold.

No change in OLS mechanics or statistical theory.
Interpretation of the coefficient differs.
With a single regressor, OLS provides an unbiased estimate as long as
SLR.1 through SLR.4 hold.



OLS and Dummy Variables

• Should we add additional controls? Do we have an OVB?

• MLR4 Zero Conditional Mean Assumption:

E[ui | xi] = 0 (1)

E[ui | scholarship] = 0 (2)

• Is MLR4 satisfied? If not, we have an OVB.

• OVB vs better model fit
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Heteroskedasticity Consequences

Which of the following are consequences of heteroskedasticity?

1. The OLS estimator, β̂j , is biased.

2. The OLS estimator is no longer BLUE.

3. The usual t-statistic no longer has a t distribution.
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Exercise 4: Work vs. Sleep

Model: sleep = β0 + β1totwrk + β2educ+ β3age+ β4male+ u

Model:
sleep = β0+β1totwrk+β2educ+β3age+β4male+β5male×totwork+u



Exercise 4: Work vs. Sleep

• Do men sleep more than women?
Male tend to sleep more than females β̂4 = 87.99, (p = 0.011)
At which confidence level can we reject the null hypothesis
H0 : β4 = 0?

• Trade-off between work and sleep:
Statistically significant tradeoff: β̂1 = −0.166

Strong significance: tβ̂1
= −9.23, p < 0.001

Intuition: The more you work, the less you sleep.

• Being male and working hard:
No effect(β̂5 = −0.042, tβ̂5

= −1.16, p = 0.248).
Hardworking men still tend to sleep more than females.
The interaction term does not significantly affect the impact of being
male on sleep time.
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